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Computational linguistics
and natural language processing

- CL: syntax, grammar, formal language theory, top-down rule-based

- NLP: engineering, big text data, machine learning, bottom-up statistical methods



SotA

Human Brain: 200 billion neurons, 125 trillion synapses (just in the cerebral cortex).
New larger language models with 100 trillion parameters.



SotA

`large language models are expert blabbers’ – J Bach
`Deep learning models need symbolic structures hardcoded into them’ – G Marcus
`Deep learning models can eventually learn to do anything only from data’ – G Hinton



Language is `AI-hard’

“The limits of my language mean the limits of my world“
- Ludwig Wittgenstein

“Language faculty is what separates us from other species”
- Noam Chomsky

Turing test : verify intelligent behaviour via language!



Q U A N T U M  D I S C O  T H E O R Y



Enter the DisCo

Simple, less black-boxy model
hopefully provides understandable solution
rather than outsource our hope in scaling up.

“What is the mechanics of meaning?”

Distributional meaning + Compositional structure

DisCoCat [1003.4394] Coecke, Sadrzadeh, Clark

A hybrid model

‘meaning of a word is the words around it’ ‘grammar can be described by formal rules’



T H E  B A B Y  D E F I N I T I O N  O F  A  C A T E G O R Y

A category is:

- a collection of Objects.
- with Arrows (or ‘transformations’, or ‘morphisms’) between them.

Functor: structure preserving map between two cats:

- sends objects to objects and arrows to arrows
- respects composition

Heraclitus-style framework.
It tries to say as little as possible about objects
and talks about how they transform.
Allows one to think of meaning as analogy.

[0905.3010]



P R O C E S S  T H E O R I E S  A N D  S T R I N G  D I A G R A M S

String diagrams are composed of boxes and wires.

A box represents a process.

Wires are typed.
[Picturing Quantum Processes (dodo book)]

You have to choose a
reading direction ‘foliation’



P R O C E S S  T H E O R I E S  A N D  S T R I N G  D I A G R A M S

Special cases of boxes:



‘Cups’ and ‘caps’: special cases of states and effects:

Snake equation: only topology (connectivity) matters:

P R O C E S S  T H E O R I E S  A N D  S T R I N G  D I A G R A M S



Trace:

Transposition:

P R O C E S S  T H E O R I E S  A N D  S T R I N G  D I A G R A M S



Composition: process theories are symmetric monoidal categories

P R O C E S S  T H E O R I E S  A N D  S T R I N G  D I A G R A M S



P R O C E S S  T H E O R I E S  A N D  S T R I N G  D I A G R A M S

We can freely compose
as long as we respect the types



F U N C T O R  =
T Y P E - W I S E  A N D  B O X - W I S E
S U B S T I T U T I O N S



Syntactic structures as string diagrams: the parsing of a sentence under a type-based 

grammar can be viewed as a process and can be drawn as a string diagram.

L I N G U I S T I C  P R O C E S S E S

States of parts

Composition

State of whole

types : grammar types
boxes : type-reduction rules 



P R E G R O U P G R A M M A R



P R E G R O U P R E D U C T I O N S  A S  S T R I N G  D I A G R A M S



C O M B I N A T O R Y  C A T E G O R I A L  G R A M M A R



C C G  R E D U C T I O N S  A S  S T R I N G  D I A G R A M S



L I N G U I S T I C  P R O C E S S E S

Semantics-respecting diagram rewrites



S E M A N T I C  F U N C T O R

String Diagram

Tensor Network:
runs on CPU

Quantum Circuit:
runs on QPU



Q U A N T U M  P R O C E S S E S

Quantum theory is a process theory too!

Types : qubit Hilbert spaces
(complex vector spaces of dim 2𝑛, 𝑛 ∈ ℕ)
Boxes : Spiders (linear maps)

Book: Picturing Quantum Processes
Coecke and Kissinger

[0906.4725] : foundational work by Coecke and Duncan



Q U A N T U M  P R O C E S S E S [2012.13966]



Q U A N T U M  P R O C E S S E S

The standard Clifford+T states and gates are built out of spiders.



Q U A N T U M  W O R D  E M B E D D I N G S

Quantum states act as word embeddings.



Q U A N T U M  W O R D  E M B E D D I N G S

These word-similarities can go into a glove cost func and 𝜃𝑤𝑖
are trained

on big text-data from which a cooc matrix 𝑋𝑖𝑗 is obtained.

min
𝜃

0 𝑈 𝜃𝑖 𝑈
† 𝜃𝑗 0

2
+𝑏𝑖 + 𝑏𝑗

′ − log𝑋𝑖𝑗 𝜃 =∪𝑖 𝜃𝑖



W O R D - W O R D  O V E R L A P

We can estimate 0 𝑈 𝜃𝑤𝑖
𝑈† 𝜃𝑤𝑗

0
2

up to additive error with 𝑂 𝑉 2 QC calls.



Q U A N T U M  L I N G U I S T I C  P R O C E S S E S

Type reductions are mapped to quantum processes.



Q U A N T U M  L I N G U I S T I C  P R O C E S S E S Lambeq
[2110.04236]



Q U A N T U M  L I N G U I S T I C  P R O C E S S E S

Type reductions are mapped to quantum processes.



Q U A N T U M  L I N G U I S T I C  P R O C E S S E S Lambeq
[2110.04236]



E X P E R I M E N T S  I N  T H E  Q U A N T U M  D I S C O



[2110.04236]

https://github.com/CQCL/lambeq
pip install lambeq

Online demo: 
https://qnlp.cambridgequantum.com/generate.html

[2005.02975]

[2205.05190]

https://github.com/oxford-quantum-group/discopy
pip install discopy

https://github.com/CQCL/lambeq
https://github.com/oxford-quantum-group/discopy


middleware string diagramssyntax & grammar

[EPTCS 333, 2021, pp. 183-197]

λambeq enables the automatic deployment of
large-scale compositional language models

[2105.07720]

[2105.07720]



Q U A N T U M  N A T U R A L  L A N G U A G E  P R O C E S S I N G

Supervised learning



A N A S A E T Z E

[1905.10876]

[1804.11326]



Pregroup model

|V| = 7

15 train sents
15 test sents

(’Dude who loves Walter bowls’, 1),
(’Dude bowls’, 1),
(’Dude annoys Walter’, 0),
(’Walter who abides bowls’, 0),
(’Walter loves Walter’, 1),
(’Walter annoys Dude’, 1),
(’Walter bowls’, 1),
(’Walter abides’, 0),
(’Dude loves Walter’, 1),
(’Dude who bowls abides’, 1),
(’Walter who bowls annoys Dude’, 1),
(’Dude who bowls bowls’, 1),
(’Dude who abides abides’, 1),
(’Dude annoys Dude who bowls’, 0),
…

Note:

Intra-sentence correlations are ‘quantum’: due to grammar
Inter-sentence correlations are ‘classical’: due to shared words

T O Y  D A T A :  C L A S S I C A L  S I M

[2012.03756]



Pregroupmodel

𝑞𝑛 = 1, 𝑞𝑠 = 0, IQP ansatz

|V|= 5

8 train sents
8 test sents

False:
(Juliet kills Romeo who dies, 0)
(Romeo kills Juliet, 0)
(Romeo who kills Juliet dies, 0)
…

True:
(Juliet dies, 1)
(Romeo who dies loves Juliet, 1)
(Romeo who kills Romeo dies, 1)
…

T O Y  D A T A :  Q U A N T U M  R U N
[2012.03756]

Ibmq_montreal



Pregroup model

𝑞𝑛 = 1, 𝑞𝑠 = 1, IQP Ansatz,𝑑 = 1

Train sents: 70
Dev sents: 30
Test sents: 30

Cooking:
(Skilful man prepares sauce, 0)
(Woman cooks tasty meal , 0)
(Skilful person prepares meal, 0)
…

Technology:
(Skilful woman debugs program , 1)
(Man prepares useful application, 1)
(Person debugs useful software, 1)
…

T O Y  D A T A :  C L A S S I C A L  S I M

𝑙𝑝𝑟𝑒𝑑 𝜃



[2102.12846]

Ibmq_bogota

T O Y  D A T A :  Q U A N T U M  R U N

Same topic classification task.

Train classically,
not even considering noise.

Then Test on H1 (12 qbts).

Acc 97%.



Q U A N T U M  C C G  T R E E  S P E C I E S

Lambeq’s tree-reader
[2110.04236]



Q U A N T U M  T R E E  S P E C I E S



Q U A N T U M  T R E E  S P E C I E S



Q U A N T U M  T R E E  S P E C I E S



G E T T I N G  A  B I N A R Y  L A B E L  O U T

[1810.03787]

[2011.06258]



T O Y  D A T A :  C L A S S I C A L  S I M

Food:

(Skilful man prepares sauce, 0)
(Woman cooks tasty meal , 0)
(Skilful person prepares meal, 0)
…

IT:

(Skilful woman debugs program , 1)
(Man prepares useful application, 1)
(Person debugs useful software, 1)
…

Dataset:

[2102.12846]



R E A L - W O R L D  D A T A :  C L A S S I C A L  S I M

Tree species: unibox
t : 3qb ∀t
ansatz: 2-layer IQP
dataset: rt-polarity
Train: 216 sents
Test: 35 sents

“A masterful film from a master filmmaker, unique in its 
deceptive grimness, compelling in its fatalist worldview.”

“if you love reading and/or poetry , then by all means check it 
out . you'll probably love it .”

“… stumbles over every cheap trick in the book trying to 
make the outrage come even easier “

“the only way to tolerate this insipid , brutally clueless film 
might be with a large dose of painkillers “



Sentence composition

Quantum DisCoCirc: sentence composition; satisfies specific desiderata of compositionality.

Bob Coecke: “get quadvantage a la quantum simulation”.
So IF this model works well for some tasks, one would need a QC to run it.

`Humans understand language,
humans quickly build robots,

robots generate language’.

[1904.03478]



text2circ

Mary moved to the bathroom.
Mary went back to the garden.



Sandra likes Mary.
Sandra journeyed to the garden. 
Mary went to the bathroom. 
Mary had a shower

text2circ



text2qcirc



Overlaps of higher-oder processes









Check out opportunities at Quantinuum!

quantinuum.com/careers

Join the QNLP Discord server!

https://discord.gg/zW9zHNpdnN


